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A recent study{D. S. P. Smith and B. M. Law, Phys. Rev.®, 580 (1995] presented the experimental
determination of the universal critical adsorption integrfR, =[P, (x)dx and [P_=[[P_(x)—1]dx,
whereP..(x) are the one-phaseH) and two-phase-{) universal functions that scale the variation of the local
order parameter near a free surface in the vicinity of the Ising critical end point. In this previous ellipsometric
study of the liquid-vapor surface of three binary liquid mixtures, the analysis assumed the surface layer to be
composed purely of the preferentially adsorbed component and neglected capillary wave fluctuations. Here we
present ellipsometric data for four liquid mixtures that were measured with improved temperature control. The
analysis of the previous study is repeated on these data, and an effort is made to develop a method of analysis
that is based on a more accurate set of assumptions. Measurements of the surface tension at the liquid-vapor
surface of each mixture are used to estimate the surface layer's composition for each mixture. The ellipsomet-
ric data are analyzed assuming this calculated surface composition, and the contribution due to capillary waves
is taken into account in an approximate fashion. The means of Bheand [P _ values obtained using the
previous and current methods are not significantly different. This provides confidence that the experimentally
determined values fof P_. are only slightly dependent on the above approximations, and that they have been
determined with a high degree of accurak$1063-651X96)04609-0

PACS numbegps): 68.10—m, 64.60.Fr, 05.70.Fh, 82.65.Dp

[. INTRODUCTION =M _tA. The extrapolation length, is nonuniversal and in-
dependent of. The surface scaling functions have the limits
Critical adsorption occurs at the liquid-vapor or liquid- [2—4]

solid surfaces in a critical binary liquid mixture when the
bulk critical temperaturel. is approached from the one- P.(X)—Pi(®)=P, . ©)
phase side, and from the two-phase side provided a wetting
layer does not form. For small reduced temperaturesfor x>1, with P, («)=0 andP_(«)=1, and
t=|T—T.|/T.<1, the thickness of the adsorption profile is
scaled by the diverging bulk correlation length P.(x)=c.x P 4
E.=¢&y+t7 7, where the subscript (—) will be used to
indicate one-phas@wo-phasg quantities. LetL andH de-  for x<1, whereP. . andc. are universal constants. A
note the two molecular components of the mixture, wherghorough and up to date review of the published experimen-
L (H) represents the pure component with the logieghen  tal tests of the critical adsorption scaling equatié®s (3),
density. The local order parameter is defined on the liquichnd (4) is provided in Ref[5].

side of the surfacez=0) by Recent theories have provided valuesfor. andc.., as
well as numerical determinations &f.(x) in the crossover
M(z,t)= oL (z,t) — @ (+%,0) (1) region between the limits of large and small Diehl and

Smock( 3] have published a renormalization-group, one-loop

calculation forP..(x), while Smock, Diehl, and Landgu4]
where g (z,t) is the local volume fraction of the compo-  have fitted function® . (x) to the Monte Carlo data of Lan-
nent expressed as a function toind z, the depth into the  dau and Bindef6]. In addition, Flger and DietricH 7] have
liquid, while ¢ (+,0) is the bulk critical volume fraction. provided universal quantities related to critical adsorption for

For the case in which is preferentially adsorbed at the dimensiond=3 by interp0|ation of exact results far=2
liguid-vapor surfacdwhich requires that the surface tension gndd=4.

of L is_Iower t_han the surface tension bf) the critical In a previous pub"catioﬁg] we presented the experimen-
adsorption profile scales §$—4] tal determination of the universal critical adsorption integrals
z+z *
mi(z,t)zM_tBPt( : e). ) fP+:f0 P.()dx, (58
The surface scaling functiorid, (x) andP_(x) have differ- [P = fw[P_(x)— 1]dx, (5b)
ent forms, but are both universal. Hegeand M _ are the 0

usual critical exponent and coefficient of the bulk order pa-
rameter in the two-phase region, whena_(+,t) and the ratio
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TABLE I. Literature values for the critical volume fraction and
Rua=/S P, / JP_. (50 the critical temperature. These values are provided so that they may
be compared with our measured values in Table II.
From ellipsometric measurements on the liquid-vapor sur- . .
face of thpe three critical binary liquid mixtures 2,6 lutidine- Mixture ou(+=.0) Te (Kelvin)
water (LW), nitrobenzene-hexane (NH), and 3 AC? 0.598 303.45
methylpyridine-DO (PD) we obtained [P, =1.86+0.11, e 0.401 209.14
JP_=1.61+0.04, andRy,=1.19+0.04. The ellipsometric LWS 0.3073 306.75
data on our samples of the critical mixtures LW and NH NHd 0.623 293

have since been remeasured using an improved thermostat,
where thermal gradients have been minimized. AdditionafReference48].
improved ellipsometric measurements on new samples of th&Referencg49].
critical liquid mixtures aniline-cyclohexan@C) and isobu-  “Referencd50].
tyric acid-water(IW) have been taken. The relevant experi- “Referencg51].
mental details are described in Sec. Il, and the ellipsometric
data for the mixtures AC, IW, LW, and NH are presented. Inena. In Table | selected literature values for the critical vol-
Sec. lll the method of analysis developed in R&} is re- ume fraction of componerit, ¢, (+,0), and the critical
viewed and applied to these data. temperaturd . are given for each of the four mixtures. These
Ellipsometry measurements have contributions from bottvalues are provided so that they may be compared with our
the static intrinsic profile expressed in E@$) and(2) and  measured values, and will not be used in the analysis below.
the thermally generated capillary wave fluctuati¢pdf The Trace levels of water or other impurities can shift the
analysis of the ellipsometric data in R¢8] and Sec. Il of critical temperature of binary liquid mixtures by as much as
this manuscript considers only the intrinsic profile and ne-several degrees, and can affect certain other bulk properties
glects the capillary wave contribution. In addition, the analy-significantly. Chemical purity could be even more important
sis assumes the surface layerzatO to be composed purely for surface measurements because of the possibility of pref-
of the preferentially adsorbed component ¢, (0Ot)=1. erential adsorption of the impurities. The purification proce-
This assumption is removed in Sec. IV, where we employdures used for each of the chemicals were discussed in Ref.
the semiempirical theory of Tamura, Kurata, and Odani  [14]. The cells containing the samples were composed en-
to derive an estimate for the surface volume fractiontirely of Pyrex. They were cleaned with an acid glass etch,
¢, (0t) from liquid-vapor surface tension measurements. Inrinsed in deionized, distilled water, and oven dried overnight
Sec. V we discuss an approximation by which the capillaryin air. After being filled, the cells were flame sealed. As a
wave contribution to the ellipsometry measurements can beest of the purity of our samples, the literatufe values
taken into account. The analysis developed in Secs. IV and Visted in Table | can be compared with the values measured
is applied to the ellipsometric data for the mixtures AC, IW, for our samples, given in Table Il. Each of the literature
LW, and NH in Sec. VI, and conclusions are drawn from thevalues for T, agrees with our measured values to within
results of this and other methods of analysis. Finally, Sec0.5°C.

VII summarizes the paper. The most reliable method of checking that a sample has
been mixed at the critical concentration is to verify that after
Il. EXPERIMENTAL DETAILS a quench from a one-phase temperature to a two-phase tem-

perature neafl ., the meniscus forms in the middle of the
Phase-modulated ellipsome{1] is a particularly effec-  sample cell, dividing the two phases into equal volumes.
tive method for probing the order-parameter profile. A pro-Thjs test of criticality was performed for both the samples of
cedure established by Beagleh$le2] is to monitor the co- | \w and NH in Ref.[14], but not for the samples of AC and

efficient of ellipticity at the Brewster angle, defined by IW reported in Ref[13]. New samples of the mixtures AC
_ and IW were prepared and checked for criticality for this
p=Im(ry,/r9)lg, (6)  paper. The values af_(+,0) given in Table Il differ from

the old values reported in R¢B] by 8% and 3% for AC and

wherer, andrg are the complex reflection coefficients for IW, respectively.
the two independent polarizations. Our ellipsometric study of A conventional phase-modulated ellipsometer, based on
the critical mixtures AC, IW, LW, and NH was originally the design of Beagleholel2] and incorporating a high sta-
reported in Refs[13] and[14] and (p,t) data for the mix-  bility birefringence modulatof15], was used for the mea-
tures LW and NH were presented in RES]. For the reasons surements. A He-Ne lasek &€ 633 nm) was employed as the
discussed in this section below, new samples have been priight source. The formation of the liquid-liquid meniscus
pared for the mixtures AC and IW, ang,t) data have been could not be observed while the sample cells were in the
measured for all four mixtures with improved accuracy forellipsometer’'s thermostat. Instead the critical temperature
the present publication. T. was measured by visual observation of the scattering of a

The four liquid mixtures were chosen in part because theyHe-Ne laser beam passing through the sample. As the tem-
do not form a wetting layer in the two-phase region. Thisperature is slowly varied from the one-phase region into the
requires that the componeht have the lower liquid-vapor two-phase region, the onset of phase separation is marked by
surface tension. Each of the four mixtures has been the focuseavy scattering of the beam.
of several past experimental studies of bulk critical phenom- The sample cells were half-filled Pyrex cylinders with ap-
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TABLE II. Nonuniversal bulk parameters required for the analysis of the four critical liquid mixtures
studied in this paper.

Mixture € ? ey M_ &os (A) oL (+2,0° T, (Kelvin)®
AC 2.035 2.5163 1.080.0% 2.3+0.28 0.592+0.001 303.0420.003
W 1.94 1.773 0.7830.0% 3.63+0.07 0.405-0.02° 299.099-0.003
LW 221" 1773  0.93%+0.007 2.5+0.3 0.308-0.001  306.5790.004
NH 1.8909 2.4218 0.7790.006 3.1+0.4 0.623+0.002 293.10Z0.004

®Referencd52], except were noted. 9Referencq8].
®Measured for this publication. "Referencd55].
‘Reference$53,54. 'Referencd56].
dReference$53,48. IReferencd57].
®Referencd 20]. kReference$54,51.
Referencd53]. 'Referencd58).

proximate lengths and inner diameters of 6.5 and 2.3 cnphase aboveTl. (below T, for the lower critical mixture
respectively. Inside the thermostat a cell was laid with itsLW), the sample was heated well into the one-phase region
axis horizontal and precision thermistdtss] monitored its ~and thoroughly shaken after thermal equilibrium had been
temperature at both ends, which will be denotedTyand  established. To avoid problems associated with a slew
T,. Using electronics that are able to resolve a fraction of rift, temperatures within 20 mK of; were measured in the
mK changes in a thermistor's temperature, the resistancéPan of a few days immediately following the measurement
temperature curves of the two thermistors were determinefll Tc: The averagd ¢ drift for the mixture NH was deter-

to be matched to within a few mK. This allowed the fluctua- MN€d to be approximately 0.5 mK/day, but was not mea-
tions inT, andT, to be measured with an accuracy of betterSuréd for the other three samples. The initial scan was fol-
than 1 mK, and the gradient along the cell's axis to be de!OWEd by scans of successively larger tempgra_turimtervals
termined with an accuracy of better than 1 mK/cm. It was@P0UtTc. Different scans Sho!"fd a reproducibility gnthat
discovered that the thermostat used to produce it tata  Was typically better than 810

in Refs. [8], [13], and [14] causes a gradient of several 1N€ (p.t) data for the mixtures AC, IW, LW, and NH are
mK/cm along the sample cell axis. The data for the presenr€sented in Tables IV, V, VI, and VII, respectively. For the
paper were measured with the sample cell's temperature cof2iXtures LW and NH the ,t) data fell on top of the previ-

- 73 .
trolled by a new thermostat, which, with care, can maintairoVS data reported in Refig] for t=107%, and the previous

gradients of less than 1 mK/cm. Both the old and new therdata in this range has been included with the current data in
. . . _3
mostats hold the temperatur&s and T, stable to within 1 1aples VI and VI of this manuscript. Far<10™" the pre-

mK. The laser beam probed the liquid halfway between thé/ious data deviates significantly from the current data, indi-
two ends of the cell. Thus the mean vallie= (T, +T,)/2 cating that the larger temperature gradient was an important
was used for the' temperature of the sgmp?e angource of error to the measurements at small reduced tem-

AT=(T,—T,)/2 was used as a conservative estimate of thderatures. The uncertainty on the measured valu€ wias

uncertainty on the temperature measurement due to the pregStimated for each of the current data points as discussed

ence of the gradient. above. From this the value for the uncertainty on the mea-

The procedure used for the ellipsometry measurementiured value of the reduced temperattirevas determined,

consisted of setting the temperature, waiting for thermal an@nd IS provided for each of the current data points given in
diffusive equilibrium, then taking 20 measurements of 'aples IV, V, VI, and VIl The gradient across the sample

(p.T,AT) over the succeeding 2 h. From this set of 20 mea.C€ll Was not measured for each of the previous data points

surements the mean gf and its standard deviation were €POrted in Ref[8], but it was recently measured in our

determined. The mean oF was used for the temperature previous thermostat under normal operating conditions. Be-
. y . . . —5 : . .

and for its uncertainty the larger of one standard deviation of 2US€ Of this, a single estimated value 6f 30" is given in

T and the mean oAT was used. The mean &fT, which is Tabl_es Vi and V_” for the uncerta_lnty_oif for all of the

an estimate of the uncertainty due to the temperature gradieff€VIous data points. This uncertainty is small compared to

across the sample cell, was nearly always larger than th e large r_educed temperatures of the previous data that have

standard deviation of, which is the uncertainty due to tem- been retained. For the m!xtures .AC and IW the cgrrent re-

perature fluctuations. The typical wait time for diffusive sults are for samples _of slightly different concentrations than

equilibrium wa 2 h beyond the establishment of thermal (€ samples StUd'gd in Refl3], an(ljigleoggev_ll_?]usdand eur-

equilibrium; this was increased to as much&h nearT,, ren; (gft) ?ﬁrves. to notAaégreed ul\r/]v - Tab I?/ atg \r/e;j

where diffusion is slowed asymptotically. As a check on thePOrted for the mixtures an In Tables IV an 0

sufficiency of these wait times, the variation piwas occa- not contain any of the previous data.

sionally monitored over 24 h periods. The temperature was Ill. THE STATIC INTRINSIC PROFILE

always stepped from the one-phase region to the two-phase

region, so that gravity assisted the phase separation process.For thin surface profile¢compared to the wavelength of
When it was necessary to return to a homogeneous singlght, A =633 nm) the contribution of the static intrinsic sur-
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face profile(ip) to the ellipsometric coefficient is described e(z,t)—1

by the Drude equatiofil7], n(z,t)= Zn+2’ (10
—_ 7 Ve(+,t) +e(—o,t) In Ref. [8] the Clausius-Mossotti relatiof8) was used to
Pip N e(+x,t)—e(—x,t) convert the critical profile expressed in terms of volume frac-

tion in Egs.(1) and(2) into an optical dielectric profile,

Xf+°0[e(z,t)—e(+f>o,t)][e(z,t)—e(—OO,t)]d
e(z.) % 1+ 2[A(z) + p(+0,1)]

e(z,t)= T [AZO+ p(+2.0] z=0, (11
(7)
wheree(z,t) is the optical dielectric profile of the reflecting where
medium. The Drude equatiofY) is only valid for surface z+72,
profile thicknesses that are thin compareditoSincez is A(z,t)=(n.— ny)M _t# Pi< )—Pi(oo) . (12
scaled by¢ in Eq. (2), this corresponds t§<<\, which oc- £
curs far fromT.. For thicker profileqsmaller reduced tem- Near the surfacex<0) on the liquid side, the surface

peratures Maxwell's equations have to be solved numeri'scaling functionsP (x) can be approximated by the power

cally [5,18,19. In this paper and in Ref8] the Drude |5, of Eq.(4). Therefore from Eqs1) and(2) we obtain the
equation is used to analyze thg,{) data far fromT.. A result

numerical analysis over the entire range @ the subject of

Ref. [5]. o z+z,\ " z+z,
The use of Eq(7) in the analysis of the(t) data re- eL(zZt) =@ (+2,00+M _c. s  Z <1.
quires the development of a model optical dielectric profile 0= - (13)

€(z,t). The static intrinsic profile at the liquid-vapor surface
of a liquid mixture consists of both a composition profile andThis demonstrates that the ortlydependence of the compo-
the variation of the total number density of molecules fromsition of the liquid near the surface is due to the possible
its effectively zero value in the bulk vapor to the much gependence of,. Because of this it seems reasonable to
denser bulk liquid value. We have studied liquid mixturesfgrmulate a noncritical profile that has an explizitdepen-
near 1 atm pressure and under 60 °C, which is far from thelence, but to otherwise neglect any variation in the noncriti-
liquid-vapor critical point where the total number density 5 profile witht that might be induced by the varying com-
profile undergoes critical scaling and becomes very thiCkposition on the liquid side of the surface. The ranges of
For this reason the total number density profile will be ré-temperature and pressure in our experiment are very small
ferred to as the noncritical profile, and previous analysis an‘éompared to the separation from the temperature and pres-
experimentg8,19| on critical liquid mixtures have found it gyre at thdiquid-vapor critical point. We therefore assume
to be only a few molecular layers thick. For critical binary that the noncritical profile does not vary with temperature,
liquid mixtures near the liquid-liquid critical temperature the except for the possible variation ef with t.
thickness of the composition profile, to be referred to as the Nymerical calculation§s, 19] have shown that if the non-
critical profile, diverges proportionally to the correlation cyitical profile is independent of the temperature, its contri-
length£. In the reduced temperature ranges analyzed in thigytion top is nearly independent dfregardless of the func-
paper, £ is 10 to 100 molecular layers thick, so that the tjonal form assumed for the dependence of the noncritical
noncritical profile is from 10% down to a fraction of a per- profile. This allows the use of a simple one-adjustable-
cent of the thickness of the critical profile. This suggests thagarameter model for the noncritical profile, because with a
the nonzero thickness of the noncritical profile should notgyitaple choice of the adjustable parameter the simple model
cause the critical profile to deviate significantly from E2&). | contribute nearly the same approximately constant re-
The critical profile is expressed q_uantit_atively in terms of Juced temperature dependencétas will a more elaborate
the local order parameten(z,t) defined in Eq.(1). Itis  model. To simplify the analysis in Ref8] the noncritical
commonly converted to the optical dielectric proféd€z,t)  profile was confined to the vapor side of the surface
by the use of the two-component Clausius-Mossotti relation(zg 0). The Fermi interfacial profile expected in mean-field
[20], theory[21] was modified to give the optical dielectric profile

oLz +[1-eL(Z,) ] = n(z,1), (8 [e(0t)—1][1+e Z/é]
E(Z,t)=1+ 1+e_(2+ze)/§v )

z<0, (19
where volume changes on mixing, which are typically only
1-2% for most mixtures, have been ignored. In B).for  \yhere the vapor correlation length scales the noncritical

i=L andH, profile thickness.
Equationg11) and(14) describe the model optical dielec-
_S&i~ 1 9 tric profile that will be used, but they contain many nonuni-
Kl €+2’ versal parameters that must be specified for each mixture.

For this reason we have chosen to study only mixtures that
where ¢; is the optical dielectric constant of pure liquid are well documented experimentally in the literature. The
and values used fog, , ey, M_, &, ande (+,0) are pro-
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TABLE lll. Parameters measured for the bulk index of refrac- extrapolation lengttz, appearing in both Eq$12) and(14)
tion of the four critical liquid mixtures as a function of the reduced can also be expressed in terms of the surface volume fraction

temperature. The index of refraction has the functional formy, (0t). If z,<£., Eq.(13) provides the analytic result
n(t)=ng,+nt+n,t1"® in the one-phase region, ana(t) B

=ng—Nyt+2n,t1*+ngtA(1+n,t*) in the two-phase region. eL(01)— @ (+%,0) P
Ze=&o+ M c. - (16)
Mixture Ne ny N, Ng Ny T
AC? 1502 —0157 —0.007 —-0157 O Outside the applicat_)ility of this limize must be determined
WP 1356 —0.0738 0 0.048 0 from ¢, (0,t) numerically using Eqgs(1) and (2) at z=0.
LWE 13772 008 0 0.144 0 This leavesyp, (0,t) and &, as the only two unknown quan-

tities in Egs.(11) and(14).

NH¢ 1.444 —0.164 0.0116 -0.14 0.4 . . . . .
In Ref.[8] the optical dielectric profile expressed in Egs.

®Referencd53]. (11) and (14) was used in the Drude equati¢h) to derive

bReferencd 20]. the nearly exact result

‘Reference$56,50.

‘Ref 1. —_— 7 .
eferencds1) P Pogir— 3 TeD (L= M o (J PP,

vided in Table Il. We are relying on literature values for all a7

of these parameters excepi, (+,0). The correlation

length in the two-phase regiod, , was determined with The intrinsic profile background terphg ip has a weak, non-
the relation[22] diverging dependence dn and is given by

for/to-=1.95 B g e (D= 7)Mo [+ 1D,

The relatione=n"? was used to determine(+,t), where (18)
n is the refractive index of the bulk liquid mixture provided

in Table 11l and is also taken from the literature. The surfacewhere the function$ (t), 1,(t), andl(t) are given in Egs.
optical dielectric constar#(0,t) can be expressed in terms of (A4), (A8), and (A9) of Ref. [8]. The contribution of the
the surface volume fractiop, (0t) using Egs.(8), (9), and  noncritical profile of Eq(14) to p, is contained in the term
(10) with z=0. Using this value ofe(0t) in Eq. (14) im- pnc- EquationgB3), (B6), and(B7) of Ref.[8] can be used
poses continuitybut not smoothne$®f €(z,t) atz=0. The to provide the explicit expression

e(+oo,t)
e(0Ot)+[e(0t)—1]e

= In[e<o,t><1+e2e’5v>]].
(19

- T 6(0!t)_1 _
Pnc= — X\/E(-Foo,t)*l-lm(l‘l'e Ze/§v)gv In(1+eze/§v)—

The surface volume fractiog, (0t) must be determined in Equation(17) is based upon the Drude equati@®, which is
order thatz, ande(0,t) can be determined. In Rd8] itwas  only valid in the limit of thin profiles compared with the
assumed that the surface layer is puree (0t)=1. This  wavelength of lightx. In Ref.[8] the range ot over which
assumption is the subject of Sec. IV. It was proposed in RefEd. (17) is valid for each mixture was determined by com-
[8] that if this assumption is true, then the noncritical profileParing the p,t) curves calculated from Eqél7), (18), (20),

for z<0 should be approximately the same as the quuid-a”d (21) with effectively exact numerical results. Nonlinear
vapor profile of pureL. This allowed the vapor correlation l€ast-squares regressia3] was then used to fit thep(t)
length &, to be determined from the ellipsometric measure-€XPerimental data for the mixtures LW, NH, and PD to Egs.
ment on the liquid-vapor surface of puke ppe. The rela- (17), (18), (20), and (21) over these ranges dt First the

; L . universal integrals/P-, pp,e, and the critical exponent
::82 E)fgt;N sae: ttr? (Sntvt\)lg Irz\?vlr\ilggnbgsEq%) of Ref.[8]. Equa B— v were fitted. Because the facttff~” stands out as the

only quantity that diverges as-0 in Eq.(17), it was deter-
_ mined thatfP. and 8—v could be fitted with reasonable
Pre=\ /E(+oo’t)+l «0H-1 [1+R,(t) Ippure: precision. Next/P. and p,,e were fitted with3—» held
€(0t)+1 e(+o,t)—1 P fixed at its theoretical value of-0.304 (3=0.328 and
(20) v=0.632), in order to determingP .. with greater precision.
The fitted values op,,. were in reasonable agreement with

where the actual measured values, which gave additional support
/ for the model. In the current manuscript we will call this fit
R(0)= [€(0t) — e(+,t)]In[€(0,t)(1+e%/&)] model I.
T Te(0)—1]e % éin(1+ e /&) — (0t)In[e(0,t)] " Model | has been applied to the improved ) data sets

(21 for the mixtures AC, IW, LW, and NH, which are provided
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TABLE IV. Ellipsometric data as a function of the reduced temperature for the critical liquid mixture
aniline-cyclohexan¢AC).

t (one-phase region 105 t (two-phase region 105
4.019<10 2x5x10°° 2.518+0.140 9.12&% 10 3+3x 105 1.781+0.132
4.018<10 2x5x10°° 2.566+0.220 8.13K 107 3+3x 105 1.846+0.103
3.354x10 2x4x10°° 2.634+0.195 7.47X10°3+3x10°° 1.878+0.066
3.353x 10 2+£4x10°° 2.810+0.270 6.81%10 3+3x10°° 1.901+0.238
2.688<1072+4x107° 2.861+0.165 6.34410°3+1x10°° 1.974+0.114
2.355x1072+4x107° 2.905+-0.129 6.34X10°3+1x10°° 1.990+0.017
2.022x1072+3%x107° 3.068+0.146 5.68x 107 3+1x 105 2.009+0.023
1.690x1072+3x 105 3.190+0.105 5.011073+1x 105 2.055+0.012
1.524x1072+3x 105 3.186+0.088 4.35K10 3+1x10°° 2.165+0.012
1.358x1072+2x 105 3.304+0.077 3.69& 10 3+1x10°° 2.281+0.008
1.191x1072+2x 105 3.455+0.041 3.03K107°3+1x10°5 2.434+0.055
1.091x1072+2x 105 3.642+0.124 2.70K1073+1x10°° 2.491+0.009
9.917x10 3+2x107° 3.718+0.213 2.36% 10 3+1x10°° 2.593+0.007
8.925x 10 3+2x10°° 3.912+0.103 2.03X1073+1x10°° 2.700+0.006
8.253x 10 3+2x10°° 3.985+-0.141 1.70K 107 3+1x10°° 2.841+0.011
7.589x 10 3+2x107° 4.153+0.107 1.37X10°%+1x10°° 3.020£0.014
6.944< 10 3+2x107° 4.014+0.043 1.03% 10 3+1x10°° 3.279+0.014
6.271x10 3+2x10°° 4.199+0.011 9.25% 107 4+2x 105 3.274+0.012
5.602< 10 3x2x10°° 4.313+0.032 8.38% 107 4+1x10° 3.467+0.012
4.943<10°3x2x10°° 4.492+0.005 7.48K1074+1x10°5 3.576+0.011
4.273<10°3x2x10°° 4.691+0.008 7.10% 107 4+1x10°° 3.628+0.009
3.614x10 3+x2x10°° 4.812+0.013 6.504 10 %+1x10°° 3.701+0.007
3.292x10 %+2x10°° 4.893+0.012 6.08% 1074+ 1x10°° 3.783+0.009
2.959< 10 3+2x107° 5.030+0.008 5.62x 107 4+1x10°° 3.846+0.008
2.622x10°3+2x107° 5.248+0.009 453K104+1x107° 3.942+0.033
228510 3+2x107° 5.506+0.007 3.74%10°4+1x10°5 4.229+0.007
1.949x 107 3+2x 105 5.718+0.008 3.53410 4+1x10° 4.118+0.013
1.620x1073+2x 1075 6.003+0.019 2.62K1074+2x10°5 4.375+0.019
1.287x1073+2x 105 6.365+0.013 1.73% 10 4*x1x10°° 4.872+0.010
9.517x 10 4+2x107° 6.760+0.008 1.69% 10 4*x1x10°° 4.911+0.008
6.200< 10 4+2x107° 7.192+0.011 1.14X 10 4*x1x10°° 5.195+0.037
6.019<10 4+1x107° 7.232+0.013 8.11%x107%+1x10°° 5.333+0.007
2.930<10 4+2x107° 7.455+-0.013 8.11%x107%+1x10°° 5.290+0.019
1.571x 10 4+1x 105 7.134+0.007 5.61x 10 °+1x10°° 5.533+0.016
1.165< 10" 4+1x 105 6.686+0.036 419K 10 5+1x10°° 5.592+0.020
9.866x10 °+1x10°° 6.743+0.007 3.766x10°°+1x 105 5.375-0.017
7.194<10°5+1x10°° 6.512+0.012 2.76X107°°+1x10°5 5.602+0.007
3.861x10°5x1x10°° 6.214+0.007 8.28x 107 %+1x10°5 5.799+0.015
3.662<10°5x1x10°° 6.155-0.013
1.861x10 °+8x 10 5.896+0.016
1.815x107°+1x10°° 5.988+0.010
5.046<10 6+1x107° 5.837+0.012

in Tables 1V, V, VI, and VII of this manuscript. The results ties. These three values are within one standard deviation of
are given in Table VIII. The error-weighted med&8] for  the values reported in R€i8]. This is not surprising consid-
the four mixtures ard P, =1.90+0.08, fP_=1.60+-0.13, ering that the new ellipsometric data, measured with an im-
and Ry 4= 1.12+0.06, where the errors represent one stanproved thermostat, differed from the old data only n€ar

dard deviation. In Ref[8] we presented evidence that the while the [P.. values were fitted to the data far from .

fitting method determinefP _ from the two-phase data very
accurately, while the fitted value fgiP . from the one-phase
data and the result fdRy 5 are systematically low by 3—4%.
As in Ref.[8] we add 3.3% to th¢ P_. value and 3.9% to the In the analysis of model I, which was developed in Ref.
Rua value to obtainfP,=1.96+0.08, [P_=1.60+0.13, [8] and described in Sec. Il of the current manuscript, the
andRy,=1.16+0.06 as our best estimates of these quantisurface layer was assumed to be purep, (0t)=1. This

IV. THE SURFACE VOLUME FRACTION ¢, (0}t)
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TABLE V. Ellipsometric data as a function of the reduced temperature for the critical liquid mixture

isobutyric acid-watefIW).

t (one-phase region 105 t (two-phase region 105
8.004< 107 2x5x10°° 0.512+0.026 2.51% 10 2+5x10"° 0.665+0.006
7.670<10°2+x5%x107° 0.503+0.019 2.35% 10 2*=5x10"° 0.653+0.006
7.338x10 2+5x10°° 0.496+0.020 2.17% 10 2+5x10°° 0.661+0.007
7.005< 10 2+5%x10°° 0.470+0.023 2.01% 10 2+5x10°° 0.621+0.009
6.672<10°2+5%x10°° 0.474+0.023 1.846¢10 2+5x10°° 0.618+0.019
6.341x 10 2+5%x107° 0.459+0.031 1.68% 10 2+5x10° 0.622+0.008
6.009< 10 2+5%x10°° 0.393+0.018 151K 10 2+5x10°° 0.604+0.005
5.675<10°2+5%x107° 0.412+0.022 1.34% 107 2+5x10°° 0.578+0.006
5.342<10°2%x5x10°° 0.396+0.020 1.176& 10 2x5x10"° 0.534+0.009
5.008< 10 2x5x10°° 0.366+0.021 1.01% 10 2x5x10"° 0.528+0.011
4.675<10°2x5x10°° 0.388+0.015 1.00% 10 2x5x10"° 0.498+0.017
4.337x 10 2+£5%x10°° 0.312+0.039 9.42X 10 3+5%x10°° 0.494+0.013
4.003x 10 2+5x10°° 0.315-0.032 8.76410 3+5x10°° 0.533+0.009
3.673x10 2+5x10°° 0.299+0.022 8.09K 10 3+5x10°° 0.496+0.010
3.338<10 2+x5x10°° 0.262+0.021 7.42X% 10 3+5x10°° 0.463+0.008
3.169x 10 2+x5x10°° 0.221+0.019 6.784 10 3+5x107° 0.468+0.008
3.004x 107 2£5x10°° 0.212+0.018 6.75% 10 3+5x10"° 0.438+0.010
2.837x1072+x5%x107° 0.222+0.013 6.07X 10 3+5x10"° 0.402+0.014
2.669<10°2+x5%x107° 0.161+0.010 5.404 10 3+5x10°° 0.395+0.010
2.500< 10 2+x5%x107° 0.102+0.014 4.73% 10 3+5%x10°° 0.344+0.010
2.335x10 2+5x10°° 0.121+0.017 4.07x10 3+5%x10°° 0.345+0.009
2.166x10 2+5%x10°° 0.045-0.018 3.43X10°3+5%x10°° 0.304+0.008
2.000<10°2+5%x10°° 0.047+0.013 3.40% 10 3+5x10°° 0.306+0.010
1.838x10°2+5x10 % —0.011x0.013 3.03% 10 3+5%x10°° 0.248+0.007
1.665<1072+5x 105 —0.041+0.012 2.70x 107 3+5x107° 0.206+0.009
1.503x 107 2+5x 105 —0.098+0.021 2.37K10°3+5x10°° 0.174+0.007
1.332x1072+5x 105 —0.134+0.015 2.03X10°3+5x10°° 0.125+0.010
1.162x1072+5x 105 —0.215£0.018 1.70x 10" 3+5x10"° 0.078+0.009
9.967x10 3+5x10°° —0.290+0.015 1.63K 10 3+8x10°°© 0.057+0.010
9.939x 10 3+5x10°° —0.295+0.010 1.36X10 3+5x10°° 0.001+0.012
9.264< 10 3+5%x10°° —0.335£0.016 1.31% 10 3+8x10°° 0.010+0.006
8.595x 10 3+5x10°° —0.381+0.013 1.02& 10 3+5x10°° —0.090+0.011
7.929<10°3+5%x107° —0.406+ 0.017 9.98% 10 4+8x 10 —0.111+0.006
7.330<10°3+5%x107° —0.462+ 0.016 6.83% 10 4*+5x10"° —0.257+0.011
6.615<10 3+5%x107° —0.502£0.016 6.824 10 4+8x10°° —0.296+0.018
6.578<10 3+5%x107° —0.549+0.023 5.16% 10 4+8x 10 —0.446+0.010
5.922<10 3x5x10°° —0.579£0.015 4.37K10°4+8%x10°6 —0.418+0.009
5.251x 10 3£5x10°° —0.653+0.010 3.61K10°4+7x10°6 —0.509+0.012
457510 3£5x10°° —0.745+0.021 3.506¢ 10 4+5x 10 ° —0.487£0.014
3.900x 10 3+5x10°° —0.872+0.010 2.80X 10 4+8x10°° —0.663+0.007
3.262x10 3+5x10°° —0.984+0.012 2.04% 10 4+7x10°° —0.762+0.010
3.233x 10 %+5x10°° —0.989+0.011 1.36% 10 4+8x107° —0.754+0.010
2.979< 10 3+5%x107° —1.020+0.013 8.19X10°5+8x 10 —0.895+0.007
2.653<10°3+5%x107° —1.116+0.033 1.31&410°5+8x10°° —0.991+0.006
2.318<10°3+5%x107° —1.199+0.018
1.988x 10 3+5x 105 —1.304+0.019
1.653x 107 3+5x 105 —1.356+0.016
1.652x1073+6x10° —1.403+0.009
1.324x10°3+7x10°© —1.512+0.014
1.316x10°3+5%x10°° —1.492+0.025
1.002x107°3+7x10°© —1.507+0.013
9.767x 10 *+5x107° —1.576+0.020
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TABLE V. (Continued.

6.784x 10 4+8x10°° —1.560+0.021
6.448< 10 *+£5x10°° —1.601+0.031
4.303<10 *+6x10°° —1.564+0.104
3.567x 10 4+8x10°° —1.590+0.016
2.742x 1074+ 7x10°8 —1.537+0.008
1.936x10 4+7x10°° —1.413+0.006
1.186x10 4+9x10°° —1.259+0.015
1.130x 10 4+8x10°° —1.231+0.012
4.235¢10°5+9x10°® —1.124+0.010
2.487x10°°+8x 1078 —1.067£0.007

assumption is plausible because for each mixture we haveritical profile within a few molecular layers of the surface,
studied the liquid-vapor surface tension of piie oy, is  where the density gradient is very large, but neglects the
considerably larger than the liquid-vapor surface tension otontribution of the slowly varying critical profile. The valid-
purelL, o, . However, no quantitative argument was offeredity of this approximation is also suggested by the van der
in Ref. [8] to support this assumption. Franck and co-Waals relation between the surface tension and the order-
workers[24,25 have used optical reflectivity and capillary parameter profil¢21], m(z,t),
rise measurements to study critical adsorption of the
nitromethane—carbon disulfide system at the liquid-solid sur-
face, and have found the pure surface layer assumption to be ‘Tocf
invalid under certain circumstances. In fact, they discovered
that a crossover from preferential adsorption of nitromethan&his mean-field result states that the largest contribution to
to carbon disulfide occurs as the solid surface chemistry ig originates from the steepest gradient in the order parameter
varied from a hydroxylated to a methylated coverage. Previprofile, namely, from the noncritical profile at least for
ous papers that analyzed ellipsometry measurements of critiiquid-vapor surfaces.
cal adsorption at the liquid-vapor surface effectively fixed A number of classical methods for estimating the noncriti-
the surface composition by proposing optical dielectric pro-cal contribution to the surface tension of liquid mixtures are
files on the liquid and vapor sides of the surface with relasummarized by Prausnitz, Sherwood, and Ri&d]. For
tively few adjustable parameters, and imposing the conditiorqueous solutions, or more generally for mixtures where the
of continuity and smoothness of the profile at=0 surface tension of one component is considerably larger than
[19,26,27. In this section we develop an estimate of thethe other, the method of Tamura, Kurata, and Odagiis
surface compositiorp (0t) using a statistical mechanical related to the surface volume fractien (0t) by the equa-
theory and surface tension measurements. tion

The liquid-vapor surface tension of a critical binary liquid
mixture was predicted by Ramos-Gomez and Wid@si to o=@ (0) o+ [1— o (01) ] o™ (25)
have the reduced temperature dependence

dm(z,t)]?

dz

(24)

The surface volume fraction is determined by the bulk vol-
o (t)=opt+ K. t¥ (22 ume fractione, (+,t) and the surface tension difference
oy — o through the relation

The termayg is the analytic contribution of the noncritical
profile, while K_t* is the leading singular term contributed e (0}) o (+oo,t) a(oy—oay)
by the critical pro_file, with the critical exponent 1— ¢ (0}) 11— oL (+%,1) ex kg T
u=2—a—v=1.26. Fisher and Uptor29] used a local
functional theory to derive a value for the ratio of the non-Here the parametez is the area per molecule at the liquid-
universal amplitude& .. , vapor surface of the mixture. Equatiof®5) and (26) are
semiempirical, but bear strong resemblance to the results of
Prigogine and Marech#&B2] derived from the application of
statistical mechanics to a lattice-gas model. In this theory the
liquid-vapor surface is assumed to be one monolayer thick;
An experimental test of Eq$22) and (23) was provided by that is, the bulk liquid and vapor phases are separated by a
Privat and co-workerf30]. Their tensiometer measurements surface monolayer with a volume fraction of (0.t). This
of the liquid-vapor surface tension of the critical mixture 2,5 approximation seems plausible for the noncritical profile.
lutidine-water were statistically fitted to E422), with o One would expectr to be on the order of?® andv2®,
assumed to be linear ib, to obtain ©x=1.21+-0.09 and wherev, and vy are the molecular volumes in the bulk
Q=-0.43+0.11. With their fittedK. values, the critical liquid of pureL andH, respectively. Since the surface layer
term contributes only a few percent variationdowithin a  should have a composition of nearly pLIIeaEvE/B should
range ofT .+ 10 °C. Our analysis below will use the approxi- be a reasonable approximation. Tametal. tested Eq(25)
mation o=o. This considers the contribution of the non- and variations of Eq(26) with surface tension data for 16

(26)

Q= =-0.83. (23
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TABLE VI. Ellipsometric data as a function of the reduced temperature for the critical liquid mixture 2,6

lutidine-water(LW).

t (one-phase region 105 t (two-phase region 105
4.989< 10 2x5x10°° —0.772£0.047 5.41610 2+5%x10°° 0.551+0.036
4.346<10°2x5x10°° —0.768+0.023 4.76% 107 2+5%x10°° 0.499+0.029
3.703x 107 2+£5%x10°° —0.877£0.032 4.12%K10°%2+5x10°° 0.480+0.023
3.058<10 2+5x10°° —1.044+ 0.095 3.47% 10 2+5%x10°° 0.430+0.024
2.413x10°2+5%x107° —1.234+0.049 2.82%10°2+5x10°° 0.482+0.034
2.091x 10 2+5%x10°° —1.342+0.029 2.50x 10 2+5x10"° 0.440+0.034
1.769x 10 2+5x 105 —1.453+0.021 2.17%10°2+5x10°° 0.263+0.030
1.447x1072+5x 105 —1.657£0.029 1.85%1072+5x10"° 0.238+0.028
1.124x107?+5x 105 —1.928+0.031 1.52&102+5x10"° 0.208+0.022
8.023< 10 3x5x10°° —2.292+0.017 1.204 10 2+5x10"° 0.008+0.085
7.229<10°3+x5%x107° —2.513+0.019 8.816& 10 3+x5x10° —0.137£0.018
6.900x 10 3+5x10°° —2.534+0.019 551610 3+5%x10° —0.335:0.014
6.564< 10 3+5%x10°° —2.550+ 0.020 5.18% 10 3+5x10°° —0.369+0.013
6.234<10 3+5%x10°° —2.603+0.025 4.84410°3+5%x10°° —0.424+0.014
5.901x 10 3+5%x10°° —2.634+0.019 4.82K10°3+5%x10°° —0.444+0.024
557110 3+5%x107° —2.671+0.013 4.52%10°3+5%x10°° —0.462+0.013
525510 3+5%x107° —2.758+0.024 4.19K10°3+5%x10°° —0.511+0.020
4.932<10°3+x5x10°° —2.878+0.019 3.87K10°3+x5%x10°° —0.571+0.016
4.798<10 3x5x10°° —2.951+0.032 3.55K 10 3+5%x10°° —0.631x0.015
4.596< 10 3£5x10°° —2.955+0.023 3.22% 10 3+5%x10°° —0.713£0.019
4.269x10 3+£5%x10°° —3.071+0.018 2.89% 10 3+5x10°° —0.792+0.020
3.939x 10 3+5x10°° —3.174£0.014 257X 10 3+5x10°° —0.876+0.021
3.613x10 %+5x10°° —3.273+0.015 2.24% 10 3+5x10°° —0.961+0.019
3.287x10 %+5x10°° —3.386+0.017 1.96& 10 3+1x10°° —1.012+0.019
2.964< 10 3+5%x107° —3.559+ 0.015 1.90% 10 3+5x107° —1.055+0.019
2.640<10 3+5%x107° —3.722£0.017 1.74 10 3+1x10°° —1.116+0.021
2.311x10°3+5%x107° —3.919+0.015 1.59% 10 3+5x10"° —1.123+0.013
1.981x 107 3+5x 105 —4.114+0.018 1.58 10 3+5x10"° —1.217£0.018
1.655x 107 3+5x 105 —4.384+0.015 1.50% 10 3+1x10"° —1.193+0.014
1.576x10°3+5x10° —4.593+0.052 1.29% 10 3+7x10°© —1.294+0.017
1.532x10°3+5x 10 © —4.638t0.014 1.25% 10 3+5x10°° —1.406+0.022
1.322x10°3+5x10°° —4.701+0.012 1.07% 10 3+7x10°°© —1.466+0.017
1.207x10°3+5x 10 —4.927+0.067 9.92& 107 4+4x10°° —1.457+0.008
1.005< 107 3+5x 105 —5.037£0.020 8.464K 10 4+7x10°6 —1.667+0.035
9.067x10 4+2x107° —5.288+0.014 7.74 10 4+3x10°° —1.656+0.011
6.756x 10 4+5%x107° —5.520+0.027 7.41& 10 4*+3x10°° —1.688+0.023
5.434<10 4*x3x10°© —5.589+0.023 6.23% 10 4*=2x10°© —1.866+0.022
451410 4*x2x10°© —6.012+0.013 5.59% 10" 4+3%x 10 ° —1.927£0.013
3.648<10 4+x3x10°© —6.059+0.008 5.17410 4+3x10°° —2.053+0.010
2.787x10 4+5%x10°° —6.047+0.014 4.09% 10 *+4x10°© —2.275+-0.017
1.924x 10 4+8x 10 © —5.998+0.065 3.146 10 4+3x10°° —2.412+0.007
1.536x10°4+6x10°° —5.876+0.012 2.826¢ 1074+ 6x107° —2.503+0.013
1.469x 107 4+4x 10 —5.978+0.031 2.35&% 107 4+4x10°° —2.721+0.006
1.219x1074+8x10°© —5.853+0.027 1.99% 10 4*+5x10° —2.867+0.009
1.154x 107 4+7x 106 —5.856+0.012 151K 10 4*+5x10°° —3.006+0.012
9.41710 °+1x10°° —5.362£0.044 1.07% 10 4*=5x10© —3.256+0.016
7.741x10 5+ 9x10°° —4.686+0.017 5.75% 10 °+5x10 —3.518+0.014
5.433<10 5+6x10°© —4.489+0.040 3.60% 10 °+9x10°° —3.594+0.014
3.408<10 5+1x10°° —4.199+0.010 1.62410 5+5x10°© —3.629+0.013
1.949 107 5+1x 10 —4.020+0.029 9.96k10°6+9x 107 —3.740+0.005
1.059x 107 °+1x10°° —3.907+0.009
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TABLE VII. Ellipsometric data as a function of the reduced temperature for the critical liquid mixture
nitrobenzene-hexan@H).

t (one-phase region 105 t (two-phase region 105
8.480x10°2+5x10°° 2.519+0.014 2.20K10°2+5%x10°5 1.565+0.012
6.775<1072+x5x10°° 2.686+0.015 2.03%10°2+5%x10°5 1.583+0.018
5.082<x1072+5%x107° 2.864+0.016 1.86% 10 2+5x107° 1.637+0.015
3.410<10°2+5x10°° 2.957+0.031 1.70x 107 2+5%x10°° 1.685+0.020
3.388<10°2+5x10°° 3.147+0.010 1.53x 10 2+5%x10°° 1.725+0.016
3.068<1072+5x10°° 3.153+0.008 1.386 10 25X 107° 1.787+0.008
2.723x1072x5x10°° 3.242+0.008 1.36K102+5%x107° 1.774-0.015
2.380x1072x5x10°° 3.365+0.006 1.19%X102+5%x10°° 1.846+0.014
2.044x1072+x5x10°° 3.501+0.006 11210 2+5%x10°° 1.913+0.008
1.702x1072+5%x 105 3.666+0.008 1.02X102+5%x10°° 1.924+0.016
1.691x 107 2+5x10"5 3.739+0.017 8.52X 107 3+5%x 105 2.024+0.017
1.364x10°2+5x 10 ° 3.751+0.007 7.56K 10 3+5%x10° 2.125+0.006
1.026x1072+5x10°° 4.251+0.006 6.83x 107 3+5x10°° 2.099+0.013
1.023x1072+5%x10°° 4.067+0.018 5.79% 107 3+5x10°° 2.569+0.007
9.918<10°3+5x10°° 4.280+0.005 5.14K10°3+5%x10°° 2.452+0.018
9.580x 10 3+ 5x10°° 4.328+0.004 5.13K107°3+5%x10°° 2.295+0.014
9.239x 10 3+x5x107° 4.379+0.007 3.43%10°3+5%x10°5 2.570+0.018
8.901x 107 3+5x107° 4.406+0.022 3.23K10°3+5%x10°% 2.571+0.011
8.556x 10 3+5x10"° 4.325+0.057 3.01%10°3+5%x10°5 2.760+0.010
8.219x 10 3+5x10°° 4.373+0.008 2.67%10°3+5x10°5 2.904+0.009
7.881x10 3+5%x10°° 4.529+0.048 2.33K410°3+5%x10°° 3.044+0.016
7.536x 10 3+5x10°° 4.598+0.007 2.00%10°3+5%x10°° 3.016+0.011
7.199x 10 3+5x10°° 4.657+0.006 1.65& 10 3+5%x10°° 3.144+0.013
6.854x 10 3+5x10°° 4.737+0.008 1.43%10°%+3%x10°° 3.225+0.007
6.786x10°3+x5x107° 4.684+0.009 1.30K10°3+5%x107° 3.477+0.016
6.513x10°3+x5x10°° 4.850+0.013 9.62K 107 4+5%x10°5 3.721+0.014
6.168x 10 3+x5x107° 4.734+0.177 8.87x 107 4+5x105 3.572+0.015
5.817x 10 3+5x10°° 4.764+0.006 8.256¢ 107 4+5x 105 3.626+0.013
5.465< 10 3+5x10°° 4.888+0.076 7.676 10 4+5x10°5 3.701+0.011
5.128x 10 3+5x10°° 5.141+0.009 7.096& 10" 4+5%x 105 3.774+0.015
4.797x10°3+5x10°° 5.223+0.016 6.79K 10 4+1x10°° 3.885+0.012
4.459<10°3+5x10°° 5.307+0.009 6.48X 10 4+5x10°° 3.836+0.017
4.125<10°3+5x10°° 5.425+0.013 6.20% 10" 4+5x107° 4.039+0.012
3.784x1073+5x10°° 5.312+0.143 5.90X 107 4+5x10° 3.922+0.012
3.456x10°3+5x10°° 5.382+0.014 5.28&% 107 4+5x 10 % 4.001+0.013
3.112x10°3+x5x107° 5.522+0.063 4.70& 10 4+5x10°5 4.118+0.020
3.089x 103+ 7x10°° 5.636+0.014 4.06x 10 4+5x 105 4.230+0.014
2.777x10°3+x5x10°° 5.797+0.032 3.48 10 4+5x10°5 4.362+0.021
2.487x 107 3+5x10°° 5.853+0.012 2.83X 10 4+5%x10°5 4.732+0.010
2.439x 10 3+5x10°° 5.974+0.006 2.79% 10 4+5x10°° 4.495+0.012
2.098x 10 3+5x10°° 6.150+0.007 2.286 107 4+5x10°° 4.676+0.012
1.882<1073+4x10°° 6.228+0.022 1.706€ 10 4*+5%x107° 4.880+0.013
1.757x 107 3+5x107° 6.368+0.005 1.24K 10 4+1x10°° 5.059+0.007
1.423x1073+5%x107° 6.463+0.104 1.05& 107 4+5%x107° 5.124+0.016
1.304x 107 3+3x 1073 6.416+0.014 6.94%10°°+2x10°5 5.222+0.007
1.075x 10 3+5%x 105 6.702+0.017 5.62x 107 °+2x 105 5.297+0.008
9.177x 107 4+5x10°° 7.009+0.013 4.43%10°°+5x10°5 5.365+0.014
8.563x 10 4+5x10°° 7.021+0.021 3.49410°°+2x10°5 5.264+0.006
7.168<10 4+2x10°° 7.116+0.021 9.78% 107 %+2x10°° 5.369+0.016
6.020< 10 4+2x10°° 7.154+0.011 4.95% 107 %+2x10°° 5.483+0.016
5.343x1074+2x107° 7.327+0.024
4.811x1074+2x107° 7.329+0.106
3.514x 107 4+2x107° 7.334+0.014
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TABLE VII. (Continued.

3.042<10 4+ 1x10°° 7.259+0.040
2.512<10 4+ 1x10°° 7.084+0.049
1.932x10 4+2x10°° 7.009+0.008
1.476x10 4+2x107° 6.994+0.016
1.092<10 4+2x107° 6.526+0.014
1.008< 10 4+1x107° 6.451+0.019
8.001x10 5+ 1x10°° 6.425+0.015
6.391x 10 °+1x10°° 6.032-0.024
5.775x10 5+ 1x10°° 6.084+0.005
1.689<10 °+2x10°° 5.532+0.031

different liquid mixtures and found the error to be less thanclosed circles represent the surface light-scattering measure-
10% over a wide range of concentrations for most of thements of Nagarajan, Webb, and Widdi84] in the one-
mixtures. None of these mixtures was near their liquid-liquidphase region. The open squares and open triangles represent
critical point. The applicability of formulas similar to Egs. the capillary-rise measurements of Khosla and Wid@3l
(25) and(26) in the vicinity of the liquid-liquid critical point  in the one-phase and two-phase regions, respectively. The
was tested by Ramakrishna and P483] with the surface solid and dashed lines represent E(5) and (26) in the
tension data of several mixtures. Their conclusion, stated imne-phase and two-phase regions, respectively, and differ
terms of Eqs(25) and(26), was that the theoretical formulas from the experimental data by a fraction of a percent in the
did not agree well with the surface tension data wherone-phase region and by less than 3% in the two-phase re-
a=vﬁ’3 was used, but fittingr as an adjustable parameter gion. To obtain this high level of agreement the surface area
gave good agreement. per moleculex in Eg. (26) was decreased by only 2.4% from
Figure 1 shows the surface tension of the mixture IW atfits estimated value of( )¥3=2.87x 10 *® cn? to the value
the critical composition as a function of the reduced temperaa=2.73x 10 1° cn?.
ture for both the one-phase and two-phase regions. The Liquid-vapor surface tension measurements are also avail-

TABLE VIII. Nonlinear least-squares fit of Eq$17), (18), (20), and(21) (referred to as model Ito ellipsometric data far fronT...
(Quoted errors are one standard deviajion.

Reduced
temperature Fitted Measured
Mixture Phase range B—v? 100 pure 10%ppure IP. Rua ¢ X2
AC 1 0.004t<0.04 —0.306+0.011 1.22-0.08 1.09-0.05(C) 2.12+0.22 1.08:0.03 2.6
AC 1 0.004t<0.04 —0.304 1.2¢0.04 (1.22+0.09¢ 2.14+0.13 2.4
AC 2 0.0008<t<0.04 —0.303+-0.013 0.980.09 2.0x0.27 0.35
AC 2 0.0008<t<0.04 —0.304 0.990.04 1.98:0.12 0.33
Iw 1 0.00<t —0.303-0.022 1.46:0.14 0.9G3-0.05(1) 2.06-0.34 1.55-0.09 0.12
W 1 0.00<t —-0.304 1.45-0.06 2.04-0.12 0.11
w 2 0.0015<t —0.312:0.039  0.880.10 1.24:0.43 0.11
W 2 0.0015<t —0.304 0.9:0.04 1.32£0.10 0.11
LW 1 0.004<t —0.306£0.011 1.10.22 1.06-0.05(L) 1.79+0.17 1.19-0.02 0.74
LW 1 0.004<t —0.304 1.1%0.10 1.81%0.10 0.70
LW 2 0.0008<t —0.290£0.011 1.11%+0.08 1.69-0.16 0.90
Lw 2 0.0008<t —0.304 1.02-0.04 1.52:0.08 0.90
NH 1 0.005<t —0.308:0.009 1.41*0.06 1.030.05(H) 1.74:0.14 1.02:0.02 25
NH 1 0.005<t —0.304 1.3%0.03 1.79:0.09 2.4
NH 2 0.00Kt —0.297+0.012 0.94-0.08 1.87#0.21 3.3
NH 2 0.00Kt —0.304 0.980.03 1.76:0.10 3.2

&The value of—0.304 implies tha3— v has been fixed at this value.

bFrom Ref.[8], measured at room temperature, unless otherwise n@gdhdicates that the value was measured on pure cyclohexane,
indicates isobutyric acid, etc. These are the components that are preferentially adsorbed at the surface.

Calculated from the one- and two-phase fitted valuegRf with 8— v fixed.

9From Ref.[27], at T=25 °C.
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FIG. 1. Liquid-vapor surface tensioa of the critical liquid 1.00
mixture IW as a function of the reduced temperatur@he solid
and dashed lines represent E(&5) and(26) in the one-phase and 0.95

the two-phase regions, respectively. The open squares and open
triangles represent the capillary-rise measurements of Khosla and
Widom [35] in the one-phase and the two-phase regions, respec- 0.90
tively. The surface light scattering measurements of Nagarajan, ®,(0,1)
Webb, and Widon{34] taken in the one-phase region are repre- L=
sented by the closed circles. The agreement between the theory and 0.85
the experimental data is not as good in the two-phase region, but is

still better than 3%.

0.80
able for the mixtures AC33,36], LW [37], and NH[33,3§.
These measurements were taken as a function of composi- 0.75 M R R R
tion at a few temperatures in the one-phase region. From 0.00 002 004 006 008 0.10
these data the value for at the critical composition at each t

temperature could be determined by linear interpolation.
In Table IX the liquid-vapor surface tensions for pure _
andH, o ando, are given for each mixture along withthe ~ FIG. 2. Volume fraction of componeit atz=0, ¢, (0}t), as a

surface area per molecule, and the calculated values for function of the reduced temperatue calculated using Eq(26).
vE/S and vﬁ/3- As discussed above for the mixture IW, the Curves are shown for all four mixturéa) in the one-phase region,

given values ofa were determined by comparing Eqgs) ~ 2d (b) in the two-phase region. The approximatign(0.) =1
and (26) with the available surface tension data. The ap—appears to be particularly invalid for the mixture LW.
proximation ozzvf’3 is only accurate for the mixture IW. tory estimate ofp, (0t) and o. It should be emphasized,
With the values ofx given in Table IX, the surface tension however, that this assertion has been tested in the two-phase
values derived from Eq¥25) and (26) always differ from  region for IW only.

the experimental values by less than 5%. For the purpose of In Figs. 4a) and 4b) the surface volume fraction deter-
this paper it appears that Eq®5) and (26), with « deter-  mined from Eq.(26) is graphed as a function of the reduced
mined by surface tension measurements, provide a satisfatemperature for all four mixtures in the one-phase and two-

TABLE IX. The first two columns provide the liquid-vapor surface tensions for pundH, where
T is the temperature in degrees Celsius. The third column states the surface area per molecule of the liquid
mixture, determined by comparing Eq25) and(26) with the measured values of as described in the text.
For comparison, the surface area per molecule of puredH should be approximately equal to the values
provided in the final two columns.

o ? oy ? @ (UL)2/3 (UH)2/3

Mixture (dyne/cm (dyne/cm (100% cn?) (10 cm?) (10715 cn)
AC 27.62-0.1188  44.83-0.1085 4.50 3.14 2.84
W 26.88-0.0920r 75.83-0.147T 2.73 2.87 0.96
LW 33.91-0.1159  75.83-0.1477T 1.90 3.35 0.96
NH 20.44-0.102Z7  46.34-0.1157T 2.50 3.61 3.07

8Referencd59].
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appears thap, (0,t)=1 is not a good approximation. =7 (30)
Once ¢ (0t) is determinedg(0t) andz, can be deter-
mined as a function of from Egs.(8) and(16). However, if
z.<¢. does not hold then the analytic Ed.6) is not valid,
and z, must be determined numerically using E¢§) and

(2) atz=0.

phase regions, respectively. At least for the mixture LW it - \F
k_c7

wherek, is the rigidity constant of the liquid-vapor surface
of the mixture. If Eq.(30) were to be useds. would need to

be treated as an adjustable parameter. Equai®nadds no
new adjustable parameters, since the noncritical correlation
length &, has already been included in the noncritical profile
V. CAPILLARY WAVES in Eqg. (14). For this reason if Eq.29) proves to be accurate,

. o ! ... it would be preferable to Eq30).

Superimposed on the static intrinsic profile at the liquid- Recently Kuzmin and Romand%1] have derivedg, for
vapor surface are thermally generated surface oscillationg,, .ase of capillary waves roughening a Fisk-Widf)vrvn intrin-
called capillary waves. Their presence at the critical "qUid'sic profile with a non-negligible thickness, as opposed to the
liquid interface in the two-phase region, where the surfacgnitesimal profile thickness considered in Refs2,39.
tension approache_s Z€ro as_approaches zero, _has bee_n Their result is an expansion ie, the difference in the bulk
shown to be crucial to the interpretation of ellipSometric o yiico| giglectric constants on either side of the surface. They
measurements on this surfac?,39-41. The contribution (5, their result to be in better agreement with the ellipso-
of capillary waves at the noncritical liquid-vapor surface WaS atric measurements of Schmigt0] on the critical inter-

neglected in model (see Sec. I)l and most previous publi- face of binary liquid mixtures neaf, compared with Egs.

cations on critical adsorption with the exception of two re-(28) and (29). However, their result is not appli
. . , pplicable to the
cent papers by Findenegg and co-worki#8,42. The sur- iquid-vapor surface in our experiment, whete is large.

face tension at the liquid-vapor surface does not approac quation(28) does not assume thate is small and is there-
zero ast approaches zero, so the amplitudes of the ca&illar)fore more relevant for our situation.
wave oscillations remain finite, and the contribution go The right-hand side of Eq28) contains only factors that
should remain small. In this section we address the questio&0 not diverge as—0, so thalpg, merely provides another
of whether or not this contribution is actually negligible. : o

: . . background term tg, with a weak, nondiverging depen-
Marvin and Toiga[43] have shown that for light reflect- ;
ing off a surface for which both the thickness of the staticdence ort. We therefore rewrite Eqs27), (17), and(18) as
intrinsic profile and the amplitudes of the capillary wave -
oscillations are small compared to the wavelength of light P:Pbg_xfe(t)(nL_ M &g ([ POEETY, (31)
\, the contributions of the capillary waves and the intrinsic
profile to p are additive. Thus the ellipsometric measurement
on the liquid-vapor surface of a liquid mixture can be written Where
as

EQZEW_I—EQ,H)

=Pt i, (27) _
:Pcw"'Pnc_Xfe(t)(?]L_ 7)Mo [11() +12(1)].
where p, is the capillary wave contribution angl, is the

intrinsic profile contribution discussed in Sec. Ill. For the
case of capillary waves roughening a surface with its intrin-

sic profile width approaching zero, capillary wave theory hasT0 calculatepe, from Eq.(28), £, must be determined, along

been used to predigiy, [12.39. This result applied to the with k. if Eq. (30) is used rather than E¢R9). In Sec. VI the

i S . (p,t) data of each mixture are statistically fitted to E(&l)
liquid-vapor surface of the liquid mixture is and (32), and ¢, (or ¢, andk;) is determined as a fitting

parameter for each mixture in the one-phase and two-phase
— _ 3 e(+=1)-1 kgT 28) regions. Using thesg, andk, values in Eqs(28), (29), and
Pew=7x [e(+o)+1 © Gm- (30), pcy is plotted as a function df for the mixture IW in
Fig. 3. The curve labeled “1” was calculated using E29),
where q,,, is the maximum wave number of the capillary

while the curve labeled “2” was calculated using E§Q).
.. F . . 4
wave oscillations. Buff, Lovett, and Stilling¢®] postulated The variation ofpq, With t is on the order of 10" for both
that

(32

curve 1 and 2. This is small compared to the variation
of p, which is on the order of 5103, but is not negligible
since the uncertainty in the measugedalues is on the order
_a of 10" 5. For curve 1p, is proportional too~*, while p,, is
Om=—", (29 : Ve ~Pew prop : B Pew >
& proportional too~ 2 for curve 2. This provides curve 1 with
the stronger dependence bnFigure 3 also shows that the
where the parametex is approximately 0.7%44]. For this  difference betweemp, in curve 1 and curve 2 is approxi-
result it is the noncritical profile for which the thickness ap- mately 3x 10" 4. This large difference is due to the fact that
proaches zero, while the influence of the critical profilefor curve 2 bothé, andk. were fitted as adjustable param-
on pey is Neglected entirely. Meunigé5] developed the al-  eters. In Eq.(32), k. determines the value gf, and &,
ternative form determines the value @f,.. SinCeppg, pew, andp, are all
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_FIG. 3. Semilogarithmic plot of the capillary wave contribution
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call model | in the current manuscript. Model | neglects the
capillary wave contributiop,, and assumes that the surface
layer consists of pure, ¢, (0t)=1. The pure surface layer
assumption led to the further assumption that the noncritical
profile of the liquid mixture is identical to the liquid-vapor
profile of pureL. This allowedp,. to be expressed in terms
of p_pu,ein Eq. (20) with ¢, in Eq. (21) being determined by
the measured value @f,,. The fitting parameters in model

I include ppye, and its fitted value can be compared to the
measured value as an additional test of the model’s accuracy.
The fitted results forp_pure, JP,, and [P_ are listed in
Table VIII.

In Secs. IV ad V a model to describe thep(t) data far
from T, is presented, and is summarized by E(l) and
(32). The assumptiorp, (0,t)=1 is eliminated with the de-
termination ofg, (0,t) in Eq. (26). Equations(20) and (21)
are no longer valid for this situation, and therefore E)
will be used to determing,., and &, will be fitted rather
thanp_pure._ The capillary wave contribution tp is approxi-
mated byp,, in Eq.(28), with g,, being determined by either
Eq. (29) or Eq.(30). This model will be referred to as models

shown for the mixture IW. The curves labeled “1"” were calculated l1(@ and Il(b) when Egs.(29) and (30) are used, respec-

using Egs(28) and(29), while the curves labeled “2” were calcu-
lated using Eqs(28) and (30).

nearly constant, the statistical fit determingg, precisely,
but determines.,, and p,. very imprecisely.

VI. RESULTS AND DISCUSSION

In Ref. [8] and Sec. lll the g,t) data far fromT. were
statistically fitted to Eqs(17), (18), (20), and(21), which we

tively. For model I(b), k., must be fitted as an additional
adjustable parameter, which makes modé&)Imore desir-
able if it proves to be accurate.

The results of a nonlinear least-squares regressi¢aJijt
of the (p,t) data to model la) are presented in Table X.
Initially B— v was fitted along witk¢, and [ P.. to verify the
critical scaling, then ¢, and [P. were fitted with
B—rv=—0.304 fixed at the theoretical value in order to in-
crease the precision of the fittgdP_. values.

TABLE X. Nonlinear least-squares fit of Eg4.9), (28), (29), (31), and(32) [referred to as model (&)]
to ellipsometric data far frorT.. (Quoted errors are one standard deviajion.

Reduced
temperature
Mixture Phase range B—v? & R P, Rua” X2
AC 1 0.004t<0.04 -0.306-0.002 1.3%0.75 1.97240.11 1.32-0.008 3.9
AC 1 0.004t<0.04 —0.304 1.3220.08 2.0G:0.12 3.9
AC 2 0.0008<t<0.04 —0.306-0.0009 1.21*+0.06 1.50-0.09 8.4
AC 2 0.0008t<0.04 —-0.304 1.180.05 1.5%0.09 8.2
W 1 0.00t —0.304+0.001 1.2&0.016 2.02=0.11 1.0G:-0.009 0.43
W 1 0.00t —0.304 1.280.07 2.0x0.10 0.52
W 2 0.0015<t —0.300+0.001 1.160.04 2.02-0.11 3.7
W 2 0.0015<t —0.304 1.2%0.07 2.0x0.11 3.6
LW 1 0.004<t —0.300+0.0005 0.8#0.05 2.16-0.11 1.08-0.004 3.4
LW 1 0.004<t —0.304 0.84-0.05 2.05-0.10 4.1
LW 2 0.0008<t —0.294+0.0005 1.0%0.02 1.95-0.10 8.8
LW 2 0.0008<t —0.304 1.25-0.04 1.9G:0.10 9.8
NH 1 0.005<t —0.308+0.017 1.06:0.23 1.82-0.22 1.330.01 21
NH 1 0.005<t —0.304 1.06:0.07 1.870.10 2.1
NH 2 0.00Kt —0.306£0.0008 1.46:0.10 1.4G-0.07 11.1
NH 2 0.00Kt —-0.304 1.3%0.09 1.4%0.07 10.8

&The value of—0.304 implies thaj3— v has been fitted at this value.
bCalculated from the one- and two-phase fitted valuegRf with 3— v fixed.
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FIG. 4. Semilogarithmic plot of the coefficient of ellipticify,
times 1000, for the critical liquid mixture IW in both the one-phase one-phase and two-phase fitted intervalst.offhe dashed
and two-phase regions, as a function of the reduced tempetatureline, however, begins to deviate at large reduced tempera-
The experimental data are represented by plusses, while the fittedres in the one-phase region, and fits the data poorly at all
functions of models | and (&) are represented by the solid and reduced temperatures in the two-phase region.

dashed lines, respectively. The poor agreement of the mo@l 11
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changes in the fitted P, values are well under 10%. The
fitted B— v values are all more or less unchanged and in
good agreement with the theoretical value-00.304. The
reduced chi-squared valug$ have only changed slightly for
the mixtures AC and NH, but have increased by approxi-
mately a factor of five for IW and LW, which indicates that
the quality of the fit has been reduced significantly. The two-
phase region results of model(d) differ more dramatically
from the model | results. For all four mixtures the fitted
[P_ values have changed by more than 20% and yhe
values have increased by an order of magnitude. This indi-
cates that the model(H) fitting function is unable to provide

at dependence that matches the data well in the two-phase
region and therefore the two-phase results in Table X are
suspect. The increase in th& values from Table VIII to
Table X is largest for the mixture IW. Figure 4 shows the
(p,t) data for this mixture in both the one-phase and two-
phase regions with the fitted functions of models | arid)ll
represented by the solid and dashed lines, respectively. The
solid lines follow the data well over the entire range of the

In order to isolate the source of the poor agreement be-

with the experimental data is evident in the two-phase region ovefyeen model I(a) and the experimental data in the two-phase
the entire fitted range, and in the one-phase region for large

A comparison of model (Table VIII) and model I{a)
(Table X for the one-phase region shows mostly modesidetermined by Eq.(26) rather than by the assumption
changes in the fitting results. Except for the mixture LW, the, (0t)=1. The results are provided in Table XI. Thé

region, the data were refitted to this model function
with p., removed from Eq.32). This fit, which will be
called model Il1, is identical to model | except that(0,t) is

TABLE  XI. Nonlinear least-squares fit of ellipsometric data from, to Egs. (19, and (32),
with p.,=0 imposed(referred to as model )l (Quoted errors are one standard deviajion.
Reduced
temperature
Mixture Phase range B—v? & (A /P Rua " x°
AC 1 0.004t<0.04 —0.307£0.011 2.240.21 2.16-0.22 1.06-0.03 2.5
AC 1 0.004t<0.04 —0.304 2.190.11 2.14-0.13 2.4
AC 2 0.0008<t<0.04 —0.301+0.013 1.520.17 2.06-0.27 0.36
AC 2 0.0008<t<0.04 —0.304 1.55-0.08 2.01%-0.12 0.34
W 1 0.00K<t —0.301+0.022 2.720.29 2.0 0.34 1.49-0.09 0.12
W 1 0.00kt —0.304 2.6%0.11 2.03:0.12 0.11
W 2 0.0015<t —0.311+0.037 1.7 0.22 1.2%-0.44 0.11
Iw 2 0.0015<t —0.304 1.75:0.10 1.36-0.10 0.11
LW 1 0.004<t —0.308+0.069 1.031.0 1.79-0.97 1.16-0.02 0.70
LW 1 0.004<t -0.304 1.09-0.08 1.84-0.10 0.66
LW 2 0.0008<t —0.290+0.010 1.770.14 1.88-0.18 1.1
LW 2 0.0008<t —0.304 1.6 0.06 1.67-0.09 1.1
NH 1 0.005<t —0.307+0.009 3.630.21 1.76:0.14 0.96-£0.02 2.5
NH 1 0.005<t —0.304 3.56:0.10 1.74-0.09 2.4
NH 2 0.00kt —0.292+0.012 1.62-0.18 2.06-0.21 3.5
NH 2 0.00Kt —0.304 1.7%0.07 1.82:0.10 3.3

&The value of—0.304 implies thaj3— v has been fixed at this value.
bCalculated from the one- and two-phase fitted valuegRf with 3— v fixed.
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TABLE XII. Nonlinear least-squares fit of Eq€l9), (28), (30), (31), and(32) [referred to as model (ib)]
to ellipsometric data far frorT.. (Quoted errors are one standard deviajion.

Reduced
temperature ke
Mixture Phase range B—v? (10 ¥ dynecm ¢, (A) P, Rua®? X2
AC 1 0.004<t<0.04 —-0.308:0.010 65 1.5+1 2.10+0.22 1.09:0.03 2.5
AC 1 0.004t<0.04 —-0.304 65 14+1 2.17+0.13 2.3
AC 2 0.0008t<0.04 —0.301+0.013 1G6:8 1.0:0.5 2.05-0.27 0.35
AC 2 0.0008t<0.04 —0.304 168 1.1+0.5 1.99-0.12 0.33
W 1 0.00<t —0.301+£0.023 166 2.0£0.8 2.02:0.34 1.47#0.09 0.11
W 1 0.00<t —0.304 166 1.9+0.8 1.98:0.12 0.10
W 2 0.0015<t —0.307£0.036 16-8 1.2+0.5 1.32£0.44 0.11
W 2 0.0015<t —-0.304 16-8 1.2+0.5 1.35£0.10 0.10
LW 1 0.004<t —0.308£0.055 14+ 10 0.8£0.2 1.78:0.76 1.170.09 0.70
LW 1 0.004<t —0.304 14+ 10 0.8£0.2 1.84:0.10 0.66
LW 2 0.0008<t —0.293£0.011 32 0.8£0.4 1.72:0.18 0.93
LW 2 0.0008<t —0.304 3+2 0.7£0.4 1.570.08 0.93
NH 1 0.005<t —0.307£0.008 5-3 25+t04 1.76£0.15 1.00:0.02 2.3
NH 1 0.005<t —0.304 5-3 2.4+0.4 1.80:0.09 2.3
NH 2 0.00Kt —0.292+0.012 5-4 0.9+0.4 1.98:0.21 3.4
NH 2 0.00Kt —0.304 5-4 1.0£0.4 1.80:0.10 3.3

&The value of—0.304 implies thaj8— v has been fitted at this value.
bCalculated from the one- and two-phase fitted valuegRf with 3— v fixed.

values are nearly identical in Tables VIII and XI, and themines [P, and Ry, values, which are on average 3-4%
changes in the fitted P values are all on the order of or low. The numbers in parentheses in Table XIIl have been
less than one standard deviation. The conclusion that seemé/en a 3.3% correction fof P, and a 3.9% correction for
evident from this is that the capillary wave con- Ry,. The appropriate correction is not known exactly, but
tribution pe,, in Eq. (28), with q,,, determined by Eq(29), is  the corrected values in parentheses should be more accurate
in poor agreement with the experimental data in the twothan the uncorrected values.
phase region. It is also in poor agreement in the one-phase Thep(t) functions of models I, [b), and Il differ only in
region for the mixtures IW and LW. their functional forms of the background teﬁg, which is

The results of fitting the ,t) data using model (b), nearly independent of. The critical term, proportional to
whereq,, is determined by Eq30), are listed in Table XIl. (fP.)t?"”, is identical for the three model functions. Al-
The values of8—v, [P., andx? in Table XII are nearly though the formulation oﬁg has weaknesses in all three of
identical to the corresponding values in Tables VIII and XI, the models, we have no reason to believe that the form of the
which indicates that the data have been fitted quite accuratebyitical term, from which thef P, and 8— v values are fit-
in Table XII. Thus the poor quality fit in Table X is due ted, contains any significant error. This is supported by the
solely to Eq.(29), and replacing Eq29) with Eq. (30) pro-  fact that the fitted values for the exponegfit-v from all
vides an accurate fit to the experimental data. The unfortuthree of the models are in good agreement with the theoreti-
nate side of this is that Eq30) addsk, as a second adjust- cal value. Despite the three different formsﬁg, the mean
able parameter in the nearly constant background igym  values of/P.. given in the experimental rows of Table XilI
Because of thisk, and £, , the other adjustable parameters have a very small spread. This lends credibility to the accu-
in ﬁg, are both very poorly determined, as can be seen byacy of these experimental mean values and to the small
their large uncertainties in Table XII. It is important to note, uncertainties which are stated for them.
however, that when Eq29) is used, the model is in poor At least one physical effect that could have contributed to
agreement with the experimental data regardless of the valute measureg values has not been included in our model.
of ¢£,. When Eq.(30) is used, on the other hand, the model This is the effect of any anisotropy in the dielectric constant
is in very good agreement with the data over a large range ahat may exist near the liquid-vapor surface. It has been
values of¢, andk.. shown that anisotropy can provide an important contribution

For each of the three successful fits in this pdpeodels  to ellipsometric measuremenfd6]. It is caused by a net
[, 11 (b), and Ill], the experimental error-weighted me428] alignment of the electric dipoles of the molecules, and is
of the four mixtures’ values of P.. andRy,, are stated with  expected to occur only within a few molecular layers of the
one-standard deviation errors in Table XIll. In RE8] we  surface. Thus it should affect the noncritical profile only, so
presented evidence that this type of fitting method deterthat it would merely provide another nearly constant contri-
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TABLE XIll. Comparison of the existing theoretical values for the universal critical adsorption param-
eters/P., Rya, and Ry with the experimental values obtained in this paper and in the literature. Our
experimental values are the error-weighted means of the values fitted for the four mixtures in Tables VI
(model ), XI (model IIl), and XII [model li(b)]. The values in parentheses have been adjusted in an effort to
account for small systematic errors. See text for details.

fP+ fP— RMA R(D
Theory RG 191 1.44 1.33 2.61
McCP 2.18 1.97 1.11 2.18
I 2.27+0.33 1.84-0.33 1.32£0.07 2.28-0.10
Experiment Model | 1.90(1.96)0.08 1.60-0.13 1.12(1.16x0.06 2.20(2.29%0.12
Model IlI 1.89(1.95)+0.09 1.69-0.13 1.04(1.08x0.05 2.04(2.12%30.10
Model lI(b) ~ 1.91(1.97):0.08 1.65:0.13 1.09(1.1330.05 2.13(2.2130.10
Floter and Dietrich 2.5£05 2.53
8Referencd3].
bReferencd4].
‘Referencd7].
bution toEg__As Table XlIl demonstrates, neglecting con- parameters listed in Tables Il, Ill, and IX. Of particular con-

tributions topy,, provides negligible error to the fittefiP. ~ cern is the correlation length amplitudg.. , since the fitted
and 8— v values. We suggest that if anisotropy actually hadexperimental values of P, and [P _ are inversely propor-

a strong influence on the critical profile, then the fitted valuegional to the measured values &f.. used in Eq(31). This

of B— v would not be in good agreement with the theoreticalsource of uncertainty has been propagated into the uncertain-
value. ties stated fof P-. in Tables VIII, X, and XI. It is an impor-

Floter and Dietrich[7] have extracted a surface scaling tant source of error because the uncertainty on the measure-
function P, (x) from each of the adsorption profiles deter- ment of &, is typically on the order of 10%, and is even
mined from the ellipsometry experiments of Findenegg andreater foré,_, which is determined from thé&,, value
coworkers[42,47] and from the reanalysis of optical data by using the approximate result of E¢L5). Since the ratio
Liu and Fisher[19]. These experimental functions scatter Ry is independent of the value used &y, , an incorrectly
widely relative to one another and relative to the theoreticameasuredé,, value would result in both thg'P, and
functions, particularly in the crossover regign-1 between [P_ values being either too high or too low, but tRg
the two asymptotic limits. This could be due to the fact thatvalue would remain correct. While the experimeniy)
the profiles were all formulated with multiple adjustable pa-values are inversely proportional to the value used for the
rameters. From these experimental profiles téfloand ratio & /&, , Floter and DietricH 7] have pointed out that
Dietrich obtained the estimatg,=0.75+0.15, where the the quantityRe= (&4 /&p—) Rua is independent of even this
amplitude relationflP.=g. /(v—B) gives [P,=2.5+0.5. ratio. With the exception of the value from the interpolation
This estimate is the mean value obtained from seven differstudy, all values oRy, listed in Table XIII were determined
ent mixtures, and an uncertainty of one standard deviatioby multiplying the corresponding Ry, Vvalue by
has been supplied. Rer and Dietrich were also able to ex- &, /£9-=1.96 [22]. In the interpolation study7] it was
tract the two-phase functioR_(x) from the ellipsometric deduced thatéy, /& =1.73-0.04 and Ry=2.28+0.10.
data on the liquid-vapor surface of a critical liquid mixture The value ofRy 5 given for this study in Table XlII was
measured by Hirtz, Lawnik, and Findengdg], from which  calculated from these two values. The experimental values of
they obtainedg_=0.768, which givesfP_=2.53. This Ry in Table XIllI are in good agreement with the theoretical
value is from one mixture only, and its uncertainty could notvalues from the interpolation and MC studies.
be estimated. These estimates [##.. are included in the
experimental section of Table XIII.

The available theoretical values for the universal numbers
JP. and Ry, are also provided in Table Xlll, where RG We have presented our most accurate ellipsometric criti-
refers to the renormalization-group study of Diehl andcal adsorption data, measured on the liquid-vapor surface of
Smock[3], MC refers to the Monte Carlo study of Smock, the critical mixtures AC, IW, LW, and NH. The Drude equa-
Diehl, and Landa(i4], and | refers to the interpolation study tion (7) was used to analyze the,t) data far fromT. and
of Floter and Dietrich[7]. The three theories have a much provide an experimental estimate of the universal integrals
smaller spread in their values for the one-phase rgdit JP.. defined in Egs(5a) and (5b).
than for the two-phase resylP_ . Our experimental values Four variations on this analysis, which differed only in
suggest that all three of the theoretical estimatefRf are  their treatment of the various nearly constant background
reasonably accurate. Our fitted experimental valuefRof contributions top, were applied to the data. In model | the
are approximately halfway between the RG and | values. uppermost surface layer of the liquid was assumed to be

Possible sources of systematic error to our experimentatomposed purely of the preferentially adsorbed component,
values of [P.. are the measured values of the nonuniversahnd capillary wave fluctuations were ignored. In model IlI

VIl. SUMMARY
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the composition of the uppermost surface layer of the liquid We conclude that [P, =1.97-0.08 and [P_
was determined from liquid-vapor surface tension measure=1.65+0.13 [from the model I(b) fit] are our best experi-
ments for each mixturgEgs. (25) and (26)] and again cap- mental estimates of the universal integrals. Both of these
illary wave fluctuations were ignored. In modelga)l and  experimental values lie within the range of the corresponding
I (b) the surface layer composition was determined from surtheoretical values available in the literatufable XIII).
face tension measurements while the contribution due to thgowever, the spreads in the theoretical valuesffr. and
capillary wave fluctuations was approximated by E@8),  [p_ are many times greater than the uncertainties of the
with g, determined by Eq929) and(30), respectively. The measured values.

results from these four methods of analysis are provided in

Tables VIII, XI, X, and XIlI, respectively. While models I,
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